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Abstract
Best DevOps practices combining software development (Dev) and information technology opera-
tions (Ops) shorten the software development lifecycle and support the continuous deployment of
high quality software. With increasing requirements to keep the IT infrastructure of enterprises
secure (Sec), best practices of DevSecOps are in high demand. Operational (Ops) technologies are
in constant development and sometimes definitions might vary from vendor to vendor, but for the
most part, there is consensus in terms of what is and what will be needed and time to market of new
capabilities is key for an increased business of technology vendors. Along those lines, to be concrete,
and without being exhaustive, Figure 1(a) to (d) show how diverse Ops technologies work together,
the DataOps dimensions and process, as well as MLOps platforms for data science (DS) and machine
learning (ML), respectively. Shortly shy of half of digital initiatives enterprise-wide meets or exceeds
their associated business outcome targets according to a recent CIO survey [1]. Outperformers, so
called digital vanguards that perform up to twice better than competitors, act differently as the rest
strategically as well as tactically. Their growth approach enables partner CxOs to co-lead digital
and IT-external efforts to co-build digital capabilities, on the strategic end. Tactically, they take
four actions: provide strong foundational platforms, instill architectural awareness, develop skills
of business and technology users, and incubate and scale business innovation as summarized in
Figure 2. In brief, the most significant reasons for their success is that the digital vanguards co-own
the digital delivery and democratize digital capabilities.

For example, the focus of DataOps is the orchestration of people, processes, and technologies to
guarantee the quick delivery of high-quality data through, e.g., end-to-end data management and
data silos elimination and prevention. Accordingly, there are three DataOps dimensions for its ex-
ecution: people, processes, and technologies. Utilizing automated processes, quality control, and
self-service tools, the DataOps process entails the processing, analysis, learning from, and reusing
of data. Five steps are typically executed: pre-collect, collect, organize, analyze, infuse data models
as well as monitor quality control. In particular, the infusion of data models into the applications
needs to be done in a reproducible and automated fashion. Automated end-to-end monitoring of data
pipelines ensures early, less expensive problem identification and remedy. ChatOps can be seen as
the utilization/application of chat clients, chatbots, notification systems, chatroom integration tools,
and in general real-time comm tools to be integrated into the existing workflow to facilitate, simplify,
optmize DevOps tasks based on a conversation-driven collaboration that improves among others in-
formation sharing, and feedback loops. Artificial Intelligence for IT Operations (AIOps) increases the
IT departments’ operational efficiency [3] by combining among others big data and machine learning
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Figure 1: Ops technologies (a) Ops cooperation, DevSecOps included in all (b) DataOps dimensions (c) the
DataOps process [IBM] (d) MLOps platforms [GARTNER] [2]

Figure 2: Digital Vanguards among CIOs – Agenda 2025: Findings, actions and suggestions [1]
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to automate the processes of IT operations, e.g., event correlation, anomaly detection and causality
determination. Some initial, fundamental AIOps concepts, architectures, use cases, case studies,
applications, and best practices can be found, e.g., in [4, 5]. Monitoring challenges of modern
observability of distributed systems with its three pillars: logging, metrics collection, and request
tracing have been described, e.g., in [6]. Anomaly detection and alerting, getting the best moni-
toring data, AI operations and root cause analysis, impact analysis and foundational root causes,
auto-remediation, as well as automation and system integrations are described, e.g., in Dynatrace’s
eBook [7]. Proactively create dashboards, write scripts, manage alerts, and monitor containers using
another leading AIOps product Datadog can be inspected, e.g., in [8]. AIOps can have a significant
impact in improving key IT Key Performance Indicators (KPIs), including: increasing mean time be-
tween failures (MTBF) and decreasing mean time to detect (MTTD), mean time to investigate (MTTI),
and mean time to resolution (MTTR) in the five primary use cases for AIOps including: performance
analysis, anomaly detection, event correlation and analysis, IT service management, and automa-
tion [9]. A self-aware and self-healing machine-driven, automated IT that intelligently helps the
ITOps staff to maintain the entire IT estate in the most optimized and efficient manner is called
autonomic IT. Key milestones, challenges, and benefits on a journey towards autonomic IT including
assessing the organization’s progress in five phases: siloed IT monitoring, coordinated IT, machine-
assisted IT, AI-advised IT, and autonomic IT is covered in [10]. Examples of currently implemented,
planned, and potential AIOps use cases in government agencies like NASA and GSA can be found,
e.g., in [11, 12, 13].

To better grasp developments in MLOps and AIOps, a solid background in Artificial Intelligence
(AI) and Machine Learning (ML) is indispensable. Some modern foundations of AI/ML can be found
in diverse publications including [14, 15], partly showing the racy evolution of those fields from ini-
tial treatments, e.g., in [16, 17] after some basic ideas about AI had been introduced in [18, 19]. I
myself have been committed to advancing AI and ML since the early 1980’s [20] including pioneering
breakthrough applications, industrial and in research [21], advanced learning / training methods
[22] based on the basic algorithms introduced/described, e.g., in [23, 24, 25], their foundations in
and connections to mathematics and statistics as compiled, e.g., in [26, 27] as well as the early use of
neurochips [28, 29], advanced development environments [30], and applications of learning control,
robotics, and automation as reported in [31, 32, 33]. Reinforcement learning is typically used for
control tasks with an intelligent agent attempting to maximize a reward signal while interacting with
a dynamc, uncertain environment. Its foundations and advances can be found, e.g., in [34, 35]. Cur-
rent popular deep learning [36, 37] environments have been compared, e.g., in [38, 39]. Advances in
machine learning are continuously beng updated, e.g., in [40, 41, 42, 43], with topic intersection in
research and applications using big data analytics, cybersecurity, DevSecOps in [44, 45, 46], in com-
putational data science [47], whose foundations, products, and lessons learned from its application
in data science projects in academia and industry can be found, e.g., in [48, 49], and key govern-
ment regulatory issues of AI technology in [50, 51] providing some insight into AI supercomputers
for the Gen AI era [52]. Foundations, applications, and recent advances in Generative Artificial In-
telligence (Gen AI) and Large Language Models (LLMs) were discussed in [53, 54, 55] and in [56] from
a business perspective, just to mention a few of a vast list of publications about this relatively new
subject. The provided citations exemplify relevant developments and are by no means meant to be
exhaustive.

Between MLOps and AIOps there are sometimes misconceptions regarding their differences and
similarities. In principle, they are two completely distinct Ops technologies. The focus of MLOps is
the automation and streamlining of the ML modeling lifecycle and the improvement and optimization
of their associated development, deployment, maintenance, in general management workflows. The
focus of AIOps is the application of AI technologies to automate and optimize IT operations in general,
e.g., the maintenance and management of the IT infrastructure including updating the software, IT
hygiene, IT security, investigating operational incidents among multiple others. Figure 3 (a) shows
the development of a machine learning (ML) solution as an iterative process. At the beginning,
a machine learning solution has been identified as an appropriate solution for a given business
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Figure 3: MLOps (a) ML as iterative process (b) Large MLOps architecture [AWS]

problem. Then data scientists collect data, integrate data from diverse sources, clean and analyze
the data. The process continues by engineering features as well as training, tuning different ML
models and evaluating their performance. Based on the result obtained so far, further data collection
and additional cleaning might be needed and performed. Model deployment to generate predictions
follows if appropriate performance has been achieved. After that step, the ML model is monitored in
production. As time passes by in a continuously changing world, the model performance deteriorates
to make predictions. Monitoring the model quality allows us to determine when we need to retrain
and/or gather new data.

To avoid bottlenecks in the form of manual workflows to upgrade models in production, i.e. to
build, train and retrain, deploy, monitor, and managed them, that detrimentally impact the data sci-
entists’ productivity, model performance, and costs, we need the appropriate operational practices
in place, i.e., an adequate MLOps architecture that fulfill all requirements. The set of operational
practices in MLOps supports the automation and standardization of machine learning model build-
ing, training, deployment, monitoring, management, and governance. In this fashion, MLOps boosts
the data scientists’ productivity, maintains a high model accuracy, and enhances security and com-
pliance. For example, the MLOps Orchestrator is a tool that assists in streamlining and enforcing
architecture best practices providing an extendable framework to manage ML pipelines for AWS ML
and third-party services [57]. Figure 3 (b) shows as an example an AWS MLOps architecture for a
staff of 10+ data scientists.

Figure 4 (a) shows the six phases of the ML lifecycle as sequence first: business goal identification,
ML problem framing, data processing (data collection, data preprocessing, feature engineering),
model development (training, tuning, evaluation), model deployment (inference, prediction), and
model monitoring. The data processing is shown as process data and further subdivided in collect
data, pre-process data, and engineer features (the latter two denominated prepare data). Figure 4
(b) shows the ML lifecycle phases with feedback loops which reflects the fact that they are in general
not sequential in nature. Figure 4 (c) shows the MLOps maturity levels of the incorporation into
your enterprise of ML models in production as a journey: initial, repeatable, reliable, and scalable.
Emphasis is placed on not incorporating everything at once, but gradually, according to your level
of comfort and staff expertise. Figure 4 (d) shows a well-architected ML lifecycle including 6 pillars
of best practices for each phase: operational excellence, security, reliability, performance efficiency,
cost optimization, and sustainability.

Let us now turn our attention to AIOps. There is currently an increased need for business insights
improvement using AI/ML, driven by the growing IT system complexity and the ongoing exponential
growth of telemetry data. The AIOps vendors’ solutions can be technology- or process-centric. Some
key features offered include broad data collection and analytical capabilities to support the dynamic
organization nature, flexible deployment in dynamic environments, real-time monitoring of diverse
technology stacks, and improved contextual and experiential data collection. AIOps customers need
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Figure 4: ML lifecycle and MLOps (a) ML lifecycle phases as sequence first (b) with feedback loops (c) MLOps
maturity journey (d) well-architected including best practices [58]

to look for broad competency, strong native including autoremediation capabilities, an expansive
library of out-of-the-box (OOTB) third-party connectors, insights supply for each entire transaction,
from the beginning to the end. The focus needs to remain on the user experience reducing the
mean time to resolve (MTTR) and the mean time to identify (MTTI) to enable business growth, e.g.,
pinpointing service degradation and outages from the perspective of users, not solely from the in-
frastructure. Figure 5 (a) shows eleven AIOps vendors depending on market presence and current
offering strength subdivided according to the Forrester Wave Report [59] in challengers, contenders,
strong performers, and leaders. Figure 5 (b) shows the list of the AIOps vendors and their associated
products evaluated.

Figure 6 (a) shows the component technologies of every AIOps platform, namely machine learning
and big data, combined to automate IT operations processes, including event correlation, anomaly
detection, and causality determination. For example, Microsoft Azure’s AIOps applies AI/ML tech-
nologies for systems, DevOps, and customers to design, build, and operate complex cloud services at
scale, as shown in Figure 6 (b). AIOps methodologies allow us to extract insights from data that lead
to actions to take. Insights gained serve to detect issues early, diagnose them efficiently, predict to
prevent issues, and optimize the associated workflows. Actions derived include mitigate/resolve is-
sues, avert future pain, optimize resouce allocation, and improve architecture and process, as shown
in Figure 6 (c). The four levels of AIOps maturity are shown in Figure 7 (a): level 0 manual, level 1
dashboard, level 2 recommendations, and level 3 automation, with correspondng incident manage-
ment: reactive, proactive, predictive, and automated (closed-loop), respectively. Figure 7 (b) shows
the four stages of the Azure BRAIN intelligence pipeline: collect, store/process, diagnose/decide,
and act. Figure 8 (a) and (b) show the timelines of manual detection of an outage versus a solu-
tion using AIOps {SLI (Service Level Indicator) + Auto Detection, Auto Comms, Auto Cross Service
Diagnosis, Auto Mitigations} in comparison.

AIOps help competitive organizations to increase efficiency, flexibility, and scale of what used to
be their overall DevOps tasks. They need to react fast and adequately to customer demands to secure
a predominent spot or enhance their edge in the market. Only a sustained digital transformation
via insdispensable AIOps can cope with data volume surge, increasing IT infrastructure complexity,
decentralized device proliferation, increased expectation towards higher operational efficiency, in-
creased customer and employee satisfaction. In this report, current and future AIOps R&D areas of
focused attention are identified and analyzed, in particular innovative AI/ML and GenAI approaches.
These include for example, enabling the proactive management of IT environments, optimizing effi-
ciency including downtime minimization by making use of advanced predictive analytics based on the
entire breadth and depth of the IT ecosystem data or handling large volumes of real-time, streaming,
and telemetry data extending the event processing capabilities of AIOps platforms. New employees
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Figure 5: Artificial Intelligence for IT Operations (AIOps) (a) AIOps vendors (b) AIOps products [59]

Figure 6: AIOps (a) Definition [Gartner] (b) its AI/ML Technologies (c) its Methodologies [Azure] [60]
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Figure 7: Azure BRAIN Network of Intelligence (a) AIOps Maturity Levels [DevOps] (b) its Intelligence
Pipeline [60]

Figure 8: Real outage example (a) Manual Detection (b) Solution using AIOps [Azure]

and business employees will be able to acquire institutional knowledge faster, will quickly have a
higher impact since the Root-Cause Analysis (RCA) diagnosis can be sped up by GenAI creating
customized dashboards and reports. Other GenAI advances can lead to conversational AI chatbots
with intrinsic real-time knowledge of the IT ecosystem to enhance in a sophisticated fashion the
communication and interaction with users to solve IT problems.

With the goal of reducing or eliminating downtime, AI/ML algorithms are to be leveraged to en-
hance the RCA capabilities, i.e., to identify and address the root causes of IT issues better. Then,
valuable information can be automatically extracted from a large volume of logs, metrics, events,
and other sources to enhance the system reliability and the problem resolution speed. Since the
security considerations are no longer siloed off the integrated and collaborative environment incor-
porating DevSecOps and other Ops technologies, a unified approach to information security is to
be applied. The development of self-healing AIOps systems with autonomous remediation is being
pursued. These new capabilites support guaranteeing strict Service Level Agreements (SLAs) and
prevent cybersecurity vulnerabilities or keep them short-lived. AI/ML will make IT management
through correlation much more precise and insightful by allowing IT departments to get more value
out of the collected IT data. To avoid disconnected silos, public cloud vendor lock-in, higher oper-
ational costs, and lacking full visibility across complex, multi-cloud, and hybrid IT environments,
AIOps and observability solutions need to provide seamless operations, comprehensive visibility and
analytics across diverse infrastructures as opposed to cloud-stack-specific ones. To derive answers
from corporate information faster and more holistically, tool silos are to be integrated after the ac-
quisition by conglomerates of vendors in the AIOps, observability, information security, and event
management space. All these new capabilities mentioned and their incorporation into advanced
AIOps tools and systems of the future are explored and described in detail.
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