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Abstract
Agentic AI solutions are currently revolutionizing operations in broad sectors of multiple industries
and business environments. As such, they are a form of, are embedded in AIOps [4]. As an indis-
pensable foundation, the associated development of Large Language Models (LLMs) in summarized
in Figure 1. In order to design real-world impactful AI-integrated solutions making use of cloud
infrastructure, corresponding APIs, and enterprise platforms, solid foundations of Generative and
Agentic AI are needed and are therefore presented in-depth, highlighting among others, how they
differ among each other, how they are embedded in business workflows, how they are applied to
realize real organizational functions, and how to solve real-world problems. In particular, gen AI
agents [6], AI-powered software entities that plan and autonomously perform service and increas-
ingly, other tasks for and/or with humans have enjoyed incredible growth. On the path to technology
maturity, the prototyping, evaluation, and deployment of AI-powered solutions can be performed by
using industry-leading platforms and frameworks, e.g., two of those being OpenAI’s ChatGPT [7]
and Ollama [8], closed-(proprietary) and open-source respectively. ChatGPT is a chatbot released
in November 2022 that uses generative pre-trained transformers (GPTs) [9] to generate text, speech,
and images in response to user prompts. Among multiple others, one can type or start a real-time
voice conversation, search the web getting links to relevant web sources, collaborate on writing and
coding, analyze data and create charts, create and talk about images, and offload complex tasks
from start to finish with agents. Ollama is an open-source framework first released in September
2023 designed to facilitate the privacy-focused, customizable, and cost-efficient deployment of large
language models (LLMs) [10] on local environments. It provides a straightforward API using Python
and JavaScript libraries and a command-line interface for managing and interacting with models,
e.g. allowing for the download, update, and removal of AI models directly on the local system elimi-
nating the reliance on third-party services.

The transformative character of these generative and agentic AI technologies in global economic
terms may not be underestimated, in the meantime as a crucial part of the World Economic Forum
(WEF)’s Digital Transformation Intitiative (DTI) [11] in the amount of $100 trillion over a decade. A
micro-to-macro and simulation-based approach to modeling the AI’s potential impact on the global
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Figure 1: The evolution of Gen and Agentic AI [5] (a) Generative Artificial Intelligence (Gen AI) (b) Historical
development of Large Language Models (LLMs)

Figure 2: The impact of AI adoption and absorption [12] (a) Value-added gains of economic output:
cumulative boost vs. today in % (b) Competitice pressure accelerates the pace of AI absorption (c) Country AI

impact variation: economic drivers by country in % points

economy resulted in AI having a large potential to contribute to global economic activity, i.e. AI
could potentially deliver additional economic output of around U.S.$13 trillion by 2030, boosting
global GDP by about 1.2% a year [12]. This gradually emerging economic impact may only be visible
over time, and depending on how companies and countries choose to embrace AI will likely impact
corresponding outcomes and could further widen gaps between countries, companies, and workers.
Figure 2(a) shows how the impact of AI, i.e., in this case, the net productivity effect, can build up at
an accelerating pace, modest within the first five years to material by 2030. Rather than forecasts,
the numbers shown are simulated figures to provide directional perspectives. Obviously, there are
associated costs related to the implementation of AI. Companies are expected to adopt and absorb
AI throughout their organizations at an accelerating pace over the years as a result of competition
and improvement in complementary capabilities to use AI tools. The benefits to early adopters of
these technologies increase sharply in later years at the expense of non-adopters. Figure 2(b) shows
how the competitive pressure can gradually increase the absorption level by about 13% in 2030.
Figure 2(c) shows the AI impact economic drivers, which favor countries most ready for associated
technologies, shown here are only the global leaders, the U.S.A. and China, and with differences
in the degree of impact according to the shown breakdown of economic drivers. For example, the
economy of these two global leaders could gain about 10–15% of impact from labor substitution,
compared with an impact of 5–10% in developing economies.

The evolution of mature AI systems and agentic AI systems has notably accelerated in recent
years. The autonomy and real-time capability required in current systems was in significant part
developed over decades for space missions. For example, just in recent months, I co-developed at
NASA JPL in Pasadena, CA the next generation of Mars helicopters [13, 14], cf. Figure 3(a). Due to
the long distance to the Red Planet, teleoperation from Earth is not an option and those flying robots
need to operate 100% autonomously. For the development of those extremely advanced systems,
frameworks like JPL’s F Prime [15] need to support a component-driven architecture which breaks
down flight software into discrete components with clearly defined interfaces facilitating rapid devel-
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Figure 3: AI solution examples (a) autonomous flying machines in space (b) data center infrastructure (c)
healthcare applications (d) AI-powered material R&D.

opment, portability, reusability, and testing of such modular designs. Modeling tools like FPP [16]
allow then developers to specify components and their connections, and then automatically generate
the code, which saves significant development time. This type of development workflow of reusable
components and systems accommodate tighter cost constraints and shorter development schedules,
e.g., for commercial CubeSats, SmallSats, and instruments. Multiple AI applications for data cen-
ters, cf. Figure 3(b), exist, one example is the automated claim processing I co-developed for the
State of California, which operates hundreds of large data centers via partner companies. Those
solutions incorporate, e.g., Computer Vision and Artificial Intelligence, in conjunction with legacy
relational database systems securely processing sensitive data of California citizens. AI applications
for healthcare are actively being further developed not only as an integral part of the Project Star-
gate efforts [17, 18], cf. Figure 3(c). New materials could be developed faster, powered by AI, for
terrestrial and space applications. For example, an AI-powered catalyst could produce oxygen using
materials from Mars [19, 20], cf. Figure 3(d). The deep impact of these advanced AI technology
developments as well as new government regulatory measures to protect AI innovation and provide
safeguards are discussed in [21]. Success stories of the changing effects of GenAI and agentic AI in
broader areas of business application have multiplied recently [23] including industries (with exam-
ple companies) like manufacturing (Siemens), healthcare (Mayo Clinic), finance (JP Morgan Chase),
retail (Amazon), transportation and logistics (DHL), energy (British Petroleum BP), education (Pear-
son), media and entertainment (Netflix), telecommunications (AT&T), government and public sector
(Singapore) among others, some of them are further detailed in Figure 4 including the technology
stack used, the financial impact achieved as well as additional, non-financial benefits. An annual
comprehensive review of AI trends including technological advancements, performance on bench-
marks, and economic impact as well as the uneven development in the responsible AI ecosystem
can be consulted, e.g., in [22].

To gain an overview of current agentic AI developments and capabilities, we now focus our at-
tention to some of the main LLM families: Anthropic’s Claude, Meta’s Lama, OpenAI’s GPT, Google
DeepMind’s Gemini, and xAI’s Grok as well as agentic AI tools: LangGraph, CrewAI, AutoGen, and
AutoGPT, in particular in the framework of building agentic AI solutions to real-world problems. An
example of how to use LLMs to build AI agentic solutions follows. Anthropic’s Claude 3 large language
models (LLMs) family: Opus, the most powerful, Haiku for speed and responsiveness, and Sonnet,
the balanced model, cf. Figure 5(a), and Claude 4 successors are well-suited for that purpose,
cf. Figure 5(b). Compared to previous models, their reduced hallucination and increased accuracy
minimizes the risk of built agents making decisions based on incorrect information. For enhanced
reliability and adaptability, Claude agents can be built using modular code, prompt engineering, and
structured APIs. Custom tools can be defined and integrated into the agent’s conversational logic.
Multiple Claude agents can be run in parallel, this ability is utilized to build multi-agent systems
by synthesizing the outputs of the individual agents to tackle larger and more complex projects.
Claude models enjoy a simplified integration into existing workflows and applications by being ac-
cessed through the Anthropic API, AWS Bedrock, and GCP Vertex AI, simplifying integration into
existing workflows and applications. The next generation of models continue to be developed at a
fast pace as shown in Figure 5, more recently with Claude Opus 4.1 and Sonnet 4 [30]. The flagship
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Figure 4: GenAI and agentic AI changing industries [23], a few examples: (a) Manufacturing: Siemens [24]
(b) Telecommunications: AT&T [25] (c) Finance: JPMorgan Chase [26] (d) Retail: Amazon [27].

model Opus 4.1 is used for high complex tasks in coding, advanced reasoning, and orchestrating
sophisticated, long-running agentic workflows. Designed for scale, Sonnet 4 balances intelligence
with speed and efficiency, powers enterprise applications, and acts as a capable sub-agent within
larger systems. Input and ouput Claude 4 model tokens per million are priced as follows: Opus ($15
and $75 respectively) and Sonnet ($3 – $6 for prompts > 200K tokens – and $15, respectively).

Llama (Large Language Model Meta AI), a family of LLMs, was initially released by Meta as a foun-
dation model (FM) and later, starting with Llama 2, also as instruction fine-tuned versions alongside
FMs. Figure 6(a) shows a comparison of Llama, LLama2, and Llama3. The latest generation Llama
4 includes the Behemoth, Maverick, and Scout models with the following amounts of active pa-
rameters, experts, and total parameters: {288B, 16, 2T}, {17B, 128, 400B}, and {17B, 16, 109B},
respectively. Figure 6(b) to (d) shows a comparison between Llama 3.3 70 B and Llama 4 Scout.
Llama 3.3 70 B is a model that focuses on efficiency, coding performance, and lower hardware re-
quirements, suitable for general-purpose applications and local deployment. Llama 4 Scout was
designed for advanced reasoning and extended memory, based on a mixture-of-experts (MoE) archi-
tecture with multimodal capabilities: capable of understanding text and images, and long context:
10 million token context window.

Best practices for LLMs in production include of course evaluating LLMs [33], industry bench-
marks for model evaluation [34], and doing it not only by evaluating the basic capability of language
modeling, but performing more specialized activities like language translation, text summarization,
programming, question answering based on pre-training or on evidence, commonsense reasoning,
math, or after applying fine tuning, Retrieval Augmented Generation (RAG) or human alignment [35]
the latter three of which are all techniques for LLM improvement. Fine-tuning adapts a pre-trained
LLM to specific tasks or domains. RAG enhances the ability of LLMs to access and utilize external
information at runtime. Human alignment ensures that the LLM outputs align with human values,
promoting safety and ethical behavior. Figure 6(d) shows the evaluation of Llama 3.3 70 B and Llama
4 Scout using three industry benchmarks apart from the price comparison. LiveCodeBench [36]
is a benchmark for evaluating LLMs for code that mitigates contamination issues by introducing
live evaluations and emphasizing scenarios beyond code generation. MMLU-Pro [37] is a bench-
mark for evaluating the multi-task language understanding and reasoning capabilities of LLMs. It
is more difficult and robust than the original Massive Multitask Language Understanding (MMLU)
benchmark [38] after incorporating more challenging, reasoning-intensive questions and increas-
ing the number of answer choices. The Graduate-Level Google-Proof Q&A (GPQA) benchmark [39]
is a dataset of challenging 448 multiple-choice questions designed to evaluate the reasoning and
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Figure 5: Anthropic Claude models (a) Comparative Overview of Claude 3 Models and before [28] (b) Current
Claude family models [29]

Figure 6: Meta Llama models (a) First three Llama generations [31] (b) Llama 4 Scout (c) Llama 3.3 70B (d)
Benchmark comparison [32].
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Figure 7: ChatGPT for the iPhone on the App Store [43]

Figure 8: GPT Model Comparison (a) Overview [44] (b) GPT 5 models from system card [45] .

problem-solving abilities of both humans and AI systems in complex scientific domains. The ques-
tions are not easily solved by searching the web. Thus, they are Google-proof. The GPQA Diamond
benchmark is a subset of the GPQA benchmark containing the most challenging questions: 198
multiple-choice questions in biology, physics, and chemistry.

Open AI’s current flagship model, GPT-5 [40] is a fast, high-throughput, multimodal (text, im-
ages, code, voice, short video clips) LLM, a deeper reasoning model that uses a real-time router
to decide which model, current or previous, to use, based on conversation type, complexity, tool
needs, and explicit intent. GPT-5 can be accessed by users through ChatGPT [41], cf. Figure 7, and
by developers through the OpenAI API [42]. A GPT model comparison is shown in Figure 8(a). New
improvements include faster response time, better coding and writing skills, and lower levels of hallu-
cination. ChatGPT Voice replaces ChatGPT’s Advanced Voice Mode to enable more natural-sounding
conversations. The two fast, high-throughput models are gpt-5-main and gpt-5-main-mini. The two
thinking models are gpt-5-thinking and gpt-5-thinking-mini, cf. Figure 8(b). gpt-5-thinking-nano
is an even smaller and faster nano version of the thinking model in the API. gpt-5-thinking-pro al-
lows the access to gpt-5-thinking in ChatGPT, used as an expert assistant for tasks demanding the
absolute highest level of intelligence and accuracy. Some initial benchmarking of GPT 5 is shown in
Figure 9. Software engineering and multi-language code editing tasks are evaluated using the SWE-
bench Verified and the Aider Polyglot benchmarks scoring {74.9%, 52.8%} and {88.0%, 26.7%}
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Figure 9: Benchmarking GPT 5 [46] (a) Coding (b) Humanity’s Last Exam (c) GPQA Diamond
(d) Hallucination rate on open-source prompts.

with and without thinking, respectively. In the Humanity’s Last Exam test and the GPQA Diamond
(PhD-level science questions) benchmarks, GPT 5 Pro with tools access scored 42.0% and 89.4%,
respectively. GPT 5 also hallucinates much less than previous OpenAI models. For example, in
LongFace-Concepts, its hallucination rate is 0.7% compared to 4.5% with OpenAI o3 .

Google DeepMind’s Gemini is a family of multimodal LLMs and an equally named chatbot, suc-
cessor of the former LaMDA, PaLM 2, and Bard. It was designed to be capable of processing mul-
tiple types of data simultaneously: text, images, audio, video, and computer code. Gemini 1.0 was
launched on December 6, 2023 comprising 3 models: Gemini Ultra for highly complex tasks Gemini
Pro for a wide range of tasks, and Gemini Nano for on-device tasks. Gemini 1.5 was launched in
February, 2024 as a more powerful and capable model than Gemini 1.0 Ultra. Gemini 1.5 used a
mixture-of-experts (MoE) approach and offered a larger one-million-token context window, which al-
lowed for roughly an hour of silent video, 11 hours of audio, 30,000 lines of code, or 700,000 words.
The same month, a family of free and open-source LLMs: Google Gemma debuted as a lightweight
version of Gemini. On January 30, 2025 and on February 5, 2025, Gemini 2.0 Flash and Gemini
2.0 Pro were released, respectively. The general availability of Gemini 2.5 Pro and Gemini 2.5 Flash
was announced on June 17, 2025. A model optimized for speed and cost-efficiency, Gemini 2.5
Flash-Lite, was introduced that same day. The Gemini 2.5 Pro [47] model is best for coding and
highly complex tasks. Figure 10(a) shows a table listing the main Gemini model versions and de-
scribing the significant changes included with each version. After obtaining an API key from Google
AI Studio, developers can use the Gemini API client libraries for Python or JavaScript, or make direct
REST calls, to send prompts and receive responses that can include text, executable code, and code
execution results. Figure 10(b) shows how to configure the environment and use the gemini-2.5-pro
model in Python as an example of that.

The evolution timeline of xAI Grok, a family of large language models (LLMs) and the AI-powered
chatbot has been as follows: the 33B parameter dense transformer architecture Grok-0 was com-
pleted in late 2023. followed by Grok-1, which was launched in November 2023. Grok 1.5 was
released on May 15, 2024 with improved reasoning capabilities and a context length of 128k tokens.
Grok-2 and Grok-2 mini were released on August 14, 2024 with upgraded performance and reason-
ing as well as image generation capability. Grok 3 was released on February 17, 2025 after being
trained with 10x more computing power than its Grok-2 predecessor at xAI’s Colossus data center.
The new flagship multimodal models Grok 4 [48] and Grok 4 Heavy were released on July 9, 2025,
claiming being able to achieve PhD-level academic performance. To build own applications, the Grok
4 API provides developers programmatic access to the model. A fast reasoning model variant built
for agentic coding is grok-code-fast-1. Its most powerful version is Grok 4 Heavy, which is based
on multi-agent collaboration, cf. Figure 11(a), and requires significant computational resources. It
uses several independent AI agents that tackle different parts of a prompt simultaneously. These
AI agents conference together to compare their findings and synthesize the optimal response. The
Heavy variant’s GPU consumption is double that of the standard Grok-4. One of the latest LLM
benchmarks introduced is the Humanity’s Last Exam (HLE) [49], an LLM benchmark created jointly
by the Center for AI Safety and Scale AI consisting of 2,500 challenging questions across over a hun-

7



Figure 10: Google DeepMind’s Gemini models [GOO] (a) List of model versions and main changes introduced
(b) Use of the Gemini API with the gemini-2.5-pro model in Python.

Figure 11: xAI Grok models [XAI] (a) Multi-agent models (b) LLM benchmark performance by some frontier
models [49] (c) Grok 4 models versus Gemini, o3 on HLE benchmark.

dred subjects, including mathematics, humanities, and the natural sciences. Figure 12(a), (b), and
(c) show the percentage composition of the high level categories of the subjects covered, a sample
Mathematics question, and a sample Chemistry question, respectively. The HLE benchmark was
developed in response to the fact that popular AI benchmarks having reached saturation, i.e., the
leading LLMs were performing with a high accuracy on those benchmarks.

Figure 11(b) shows the saturation of some popular LLM benchmarks {Graduate-Level Google-
Proof Q&A (GPQA) [39], the MATH dataset benchmark [50], Massive Multitask Language Under-
standing (MMLU) [38]} achieved by some frontier models {OpenAI GPT-4o, OpenAI o1, Anthropic
Claude Sonnet-3.5, Google Gemini 1.4} compared with the newly introduced Humanity’s Last Exam
(HLE) [49]. As an example, OpenAI o1 was introduced in September 2024, designed for complex

Figure 12: Humanity’s Last Exam (HLE) [49] (a) High level categories of subjects covered (b) sample
Mathematics question (c) sample Chemistry question.
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Figure 13: xAI Collossus AI Supercomputer [XAI] (a) AI training data center facility in Memphis, TN (b)
Server H100/H200 GPU cluster infrastructure (c) World’s most powerful computer clusters in June 2025.

Figure 14: Agentic AI Tools [23]: (a) LangGraph [52] (b) CrewAI [53] (c) AutoGen [54] (d) AutoGPT [55].

reasoning in science, math, and coding, aimed to solve harder problems than previous models by
spending more time deep, step-by-step thinking and generating long Chain-of-Thought (CoT) output.
On the other hand, two MATH problems and solutions are shown to illustrate the complexity the
LLMs are capable of handling with that benchmark. Problem 1: Tom has a red marble, a green mar-
ble, a blue marble, and three identical yellow marbles. How many different groups of two marbles
can Tom choose?. Solution of Problem 1: There are two cases here: either Tom chooses two yellow

marbles (1 result), or he chooses two marbles of different colors ((
4
2
) = 6 results). The total number

of distinct pairs of marbles Tom can choose is 1+6 = 7 . Problem 2: The equation x2+2x = i has two
complex solutions. Determine the product of their real parts. Solution of Problem 2: Complete the
square by adding 1 to each side. Then (x+1)2 = 1+i =

√
2 ·e

i·π
4 , so x+1 = ± 4

√
2 ·e

i·π
8 . The desired prod-

uct is then (−1+ 4
√
2 ·cos(π8 ))(−1− 4

√
2 ·cos(π8 )) = 1−

√
2 ·cos2(π8 ) = 1−

√
2 · 1+cos(π

4
)

2 =
1−

√
2

2
. Figure 11(c)

shows Grok 4 Heavy w/ Python + Internet outperforming (April 3, 2025) Grok 4 w/ Python + Inter-
net, Gemini Deep Research, Grok 4, o3 w/ Python + Internet, Gemini 2.5 Pro, and o3 on the HLE
benchmark. Some lack of maturity of the emerging benchmarks appears to be given. For example,
it has been reported that about 30% of Humanity’s Last Exam (HLE) text-only chemistry/biology
answers are likely to be wrong [51], i.e., with directly conflicting evidence in peer reviewed litera-
ture. Figure 13 shows the servers, NVIDIA H100/H200 GPU clusters hosted inside the Collossus AI
supercomputer at xAI’s training data center facility in Memphis, TN.

Four agentic AI tools, two commercial and two open-source, are shown in Figure 14. For example,
LangGraph is an open-source platform for deploying AI agents that can scale with production vol-
ume. It provides easy-to-use APIs for managing agent state, memory, and user interactions. When
ready to ship to production, it can gracefully handle large workloads, with features like retries and
cost-efficient execution for reliable performance. A small example illustrates some of the main steps
in LLM application development using LangGraph, cf. Figure 15 and Figure 16. The goal is to gen-
erate an AI agent assistant for customer support hat can calculate solar panel energy savings based
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Figure 15: Building AI Agents with LangGraph [56]: (a) Nodes, states, and edges of a stateful graph.
(b) Importing Python libraries and modules.

Figure 16: Building AI Agents with LangGraph [56]: (a) Using AWS Bedrock to configure LLM: Anthropic
Claude3 Sonnet (b) Binding the tools to the assistant (c) Defining nodes (assistant, tools), edges, and using

MemorySaver to retain the conversation state (d) AI agent graph structure, running and testing it with
LangGraph Studio

on user inputs [56]. LangChain is an open-source software framework for LLM application devel-
opment that facilitates the integration of LLMs. It allows the creation of Directed Acyclic Graphs
(DAGs) for linear workflows. LangGraph, an advanced library built on top of LangChain, enhances
that capability by enabling the addition of cycles, essential for developing complex, agent-like be-
haviors which allow LLMs to continuously loop through a process, dynamically deciding what action
to take next based on evolving conditions. Thus, it helps to build advanced AI agents by enabling
stateful, multi-actor applications with cyclic computation capabilities. LangGraph Studio is an In-
tegrated Development Environment (IDE) built specifically for visualizing, testing, and debugging
LangChain-based AI agents. It offers a mix of visual tools and real-time code editing to easily man-
age graph execution, make changes to the agent’s logic, and see the results instantly as opposed to
doing all this only with code.

To gain further insight into recent developments, capabilities of additional agentic AI tools and
frameworks are showcased. AI coding tools like Cursor [57], Windsurf [58], and Copilot [59] provide
an IDE to turn LLMs into coding assistants to boost the productivity of human software developers.
A preliminary example shown in Figure 17 conveys some basic ideas of using the Anysphere Cursor
code editor. To provide some initial context a minimal project (folder) has been created with the html
code for hello world. The requirements are then provided for a coding task: a website form is to
be developed to fill student details. In this basic example, a ”New Chat” is entered with the prompt
”Create a simple form to fill student details like Name, Email Address, Phone Number, Graduation
Year and College Name”. Figure 17(a) shows the three panels of Cursor: on the left, the File Explorer
showing the only one file in this project: index.html. In the middle, part of the autonomously
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Figure 17: Anysphere Cursor Code Editor based on Microsoft Visual Studio Code (a) index.html file
autonomously created on top of the original hello world code, prompt inside the red box (New Chat) (b)

Requested form to fill student details in the browser.

generated html code is shown. On the right, the Chat prompt and part of the results’ explanations
are shown. Figure 17(b) shows the form displayed in the browser when running the code. Some of
the Cursor Settings used from a large number include: Default Mode (Mode for new chats) [Agent, the
other option is Ask], Web Search Tool (Allow Agent to search the web for relevant information) [Yes],
Auto-Fix Lints (Automatically fix lint errors in the chat) [Yes], Auto-Accept on Commit (Automatically
accept all changes when files are committed and no longer in the worktree) [Yes]. At the bottom of the
chat panel, next to ”Agent” (agent mode), ”Auto” (AI model) is the default selection, which indicates
”Balanced quality and speed, recommended for most tasks”. Enabling Auto allows Cursor to select
the premium model best fit for the immediate task and with the highest reliability based on current
demand. This feature can detect degraded output performance and automatically switch models
to resolve it. Cursor supports all frontier coding models from all major model providers {OpenAI,
Anthropic, Google, xAI} including Claude 4 Sonnet, Claude 4.1 Opus, Gemini 2.5 Flash and Pro,
GPT 4.1 and GPT-5, Grok, and variants. For more complex software development tasks, asking for
a plan before action including waiting for approval before coding is often the way to go. Additional
measures include the use of Product Requirements Documents (PRDs) and controlling the tech stack
with such details to be incorporated in a document that becomes a part of the prompt context. To
avoid misleading guessing and keep the agent focused, the agent needs to be provided contextual
awareness of any domain-specific terms that are not obvious from the codebase alone by including
associated details in README.md, JSON, and other files which the agent can read.

Moving from single-use LLMs to networks of intelligent agents, those agents need to communicate
with one another using standardized protocols like Google’s Agent2Agent (A2A) [60] and Anthropic
Model Context Protocol (MCP) [61], which often serves as a bridge to traditional APIs defined by
another open standard: OpenAPI [62]. See Figure 18(a) for an example of how agents cooperate by
building networks and using those standardized protocols in agentic AI systems. An event-driven
architecture (EDA) provides a natural foundation for agentic AI systems that thrive in environments
that are dynamic, distributed, and data-rich. Combining event-driven principles with the afore-
mentioned collaboration between AI agents leads to a reference architecture for event-driven agentic
AI [63], cf. Figure 18(b). W.r.t. to the further development of foundation models (FMs) and Large
Language Models (LLMs) in general, the tradeoff of training models with generalist versus specialist
domain-specific data or expanding on this trend of projection, the associated question of how to
improve the trustworthiness of the model’s responses continues to be addressed, i.e., the chatbot’s
and assistant’s training data annotation strategies. Another hot topic for expansion is multimodal-
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Figure 18: Event-driven Agentic AI systems [63] [SOL] (a) Emergent agent protocols use agent collaboration
(b) Reference architecture for event-driven agentic AI.

ity, e.g., models need to perform better on images and video. More specific issues to be addressed
involve transparency and hallucination mitigation, for example. At the cutting edge of innovative
agentic AI systems that can assist in solving even more complex problems, reserved so far for hu-
mans, are those emerging to attack unsolved problems in Mathematics, as described in [64]. In
this report, the efficient automation and streamlining of business workflows is handled in detail.
The adequate use of AI-powered insights can substantially enhance real-time decision-making in
organizations and the adequate use of AI agents can vehemently position organizations with clear
competitive advantages. These facts are meticulously elaborated with practical and diverse business
use cases. Multi-agent AI systems can provide responsible scalable flexibility to business, industrial
workflow solutions when advanced security measures to protect data are incorporated as an integral
part of those agentic AI solutions.
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